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**R PROGRAMMING :  
  
# Simulated data generation**

**set.seed(123)**

**n <- 1000 # Number of observations**

**# Generate random features**

**features <- data.frame(**

**feature1 = runif(n),**

**feature2 = rnorm(n),**

**feature3 = sample(letters[1:3], n, replace = TRUE),**

**feature4 = rbinom(n, 1, 0.5)**

**)**

**# Generate random labels (0 for non-fraud, 1 for fraud)**

**labels <- sample(0:1, n, replace = TRUE)**

**# Combine features and labels into a single dataframe**

**data <- cbind(features, label = labels)**

**# Split the data into training and testing sets**

**set.seed(456)**

**train\_index <- sample(1:n, 0.8\*n)**

**train\_data <- data[train\_index, ]**

**test\_data <- data[-train\_index, ]**

**# Train logistic regression model**

**model <- glm(label ~ ., data = train\_data, family = "binomial")**

**# Make predictions on test data**

**predictions <- predict(model, newdata = test\_data, type = "response")**

**# Convert predicted probabilities to binary predictions (0 or 1)**

**binary\_predictions <- ifelse(predictions > 0.5, 1, 0)**

**# Evaluate model performance**

**confusion\_matrix <- table(binary\_predictions, test\_data$label)**

**accuracy <- sum(diag(confusion\_matrix)) / sum(confusion\_matrix)**

**precision <- confusion\_matrix[2, 2] / sum(confusion\_matrix[, 2])**

**recall <- confusion\_matrix[2, 2] / sum(confusion\_matrix[2, ])**

**f1\_score <- 2 \* precision \* recall / (precision + recall)**

**# Output**

**print("Confusion Matrix:")**

**print(confusion\_matrix)**

**cat("\n")**

**print("Metrics:")**

**print(paste("Accuracy:", accuracy))**

**print(paste("Precision:", precision))**

**print(paste("Recall:", recall))**

**print(paste("F1-score:", f1\_score))**